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INTRODUCTION 

Intake Perumdam Tirta Bengkayang plays a crucial role in the region's infrastructure by supplying water 
and managing its resources [1]. However, the area is susceptible to flooding, posing significant risks to the 
community and infrastructure [2]. Through the application of machine learning and IoT technologies, it is 

possible to create an advanced flood prediction system that can help minimize the impact of floods [3]. 
This system will analyze data from IoT sensors such as water levels and rainfall, using machine learning 

algorithms to project potential flood occurrences [4]. The implementation of this solution will not only 
enhance water resource management but also strengthen community preparedness and resilience in 
coping with natural disasters [5]. Integrating machine learning and IoT technologies into Intake 
Perumdam Tirta Bengkayang's flood prediction system will necessitate a comprehensive approach [6]. 
Firstly, a network of IoT sensors will need to be strategically placed to continuously monitor critical data 
such as water levels, rainfall patterns, and weather conditions. To ensure accurate predictions, these 
sensors will gather real-time data [7]. Furthermore, advanced machine learning algorithms will be 

necessary to analyze the sensor data and detect patterns or irregularities that may signal an upcoming 
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ABSTRACT - During the execution of this task, Intake Perumdam Tirta 
Bengkayang is using the powerful combination of machine learning and IoT 
technology in developing an advanced system for flood prediction. This 
technology exploits real-time information acquired from Internet of Things 
sensors to project with a high level of accuracy the events of impending floods. 
The application of Support Vector Machine and K-Nearest Neighbours 
algorithms is used in data analysis and prediction in this study. It trained an 
SVM model with the RBF kernel using a dataset containing six data points, and 
some of their properties were tested against the model with three data points to 
return an initial accuracy rate of 100%. However, the empirical results gave a 
precision rate of 67%, with an Area Under the Curve value of 0.75. In the K-NN 
method, three points of data were used with defined attributes, and the 
Euclidean distance was calculated to find the nearest neighbors. The prediction 
was that it will not flood, and the precision along with the AUC is the same as 
that screws of the SVM model. Both algorithms need training on historical data 
and real-time sensor readings, followed by predictions of accuracy and AUC. 
The integration of machine learning and IoT-based technologies for proactive 
flood management is shown in the paper to enhance community resilience and 
permit the sustainable management of water resources. Effective performance 
implies improved infrastructure capabilities and disaster response strategies. 
This, therefore, presents significant enhancements so far in flood prediction 
and serves as a case so essential of creating technical solutions that are 
innovative to establish mitigation against the impacts of natural disasters. 
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flood event [8]. These algorithms must be trained on historical data for effective prediction of future 
events [5]. Additionally, the system should have the capability to adapt and learn from new data in order 
to continuously improve prediction accuracy [9]. Moreover, establishing a communication infrastructure 
is vital for distributing flood prediction information to relevant authorities and the local community in a 

timely and precise manner [10]. Timely dissemination of alerts and warnings can lead to proactive 
measures being taken, potentially saving lives and minimizing damage.Integrating machine learning with 

IoT technologies for flood prediction at Intake Perumdam Tirta Bengkayang demands expertise in sensor 
deployment, data analysis, machine learning, as well as communication systems using a multi-disciplinary 
approach [11]. The development of such a comprehensive system would significantly enhance flooding 
resilience within the region by creating robust early warning mechanisms [12]. In creating this resilient 
flood prediction system at Intake Perumdam Tirta Bengkayang we plan  initial deployment of IoT sensors 

at strategic locations for real-time water level monitoring.Data collected from these sensors shall feed into 
central processing units where they'll undergo interpretation through machine-learning algorithms [13]. 
Training these models with historical sensor records enables them finding correlations indicative of 
potential floods [14]. 

The implementation of this advanced flood-prediction system will provide crucial early warnings about 
potential occurrence when deployed at Intake Perumdam Tirta Bengkayang.This will allow preemptive 

actions like bolstering infrastructure, evacuating vulnerable areas, and mobilizing resources. Additionally, 

the real-time data analytics capability also improves water resource management leading operational 
efficiency improvements overall [15]. Implementing a comprehensive flood prediction system at Intake 
Perumdam Tirta Bengkayang requires meticulous planning and execution. The initial deployment of IoT 
sensors at strategic locations for real-time water level monitoring is crucial for gathering accurate and 
timely data [16]. These sensors should be carefully selected and installed to ensure reliable and 
continuous data collection [17]. Additionally, the data collected from these sensors will feed into central 

processing units where they will undergo interpretation through machine learning algorithms [18]. It is 
essential to ensure that these algorithms are trained with a diverse set of historical sensor records to 
enable them to identify correlations indicative of potential floods with accuracy [10].  

Furthermore, the implementation of this advanced flood prediction system will provide crucial early 

warnings about potential occurrences when deployed at Intake Perumdam Tirta Bengkayang. This early 
warning system will enable preemptive actions such as bolstering infrastructure, evacuating vulnerable 
areas, and mobilizing resources to be taken, thus significantly reducing the impact of flooding on the 

community and infrastructure [19]. Moreover, the real-time data analytics capability offered by the 
integration of machine learning and IoT technologies will not only improve flood prediction but also 
enhance water resource management [20]. This will lead to operational efficiency improvements, as the 
system will provide insights into water usage patterns, demand forecasting, and proactive maintenance of 
infrastructure [21]. 

Overall, the integration of machine learning and IoT technologies at Intake Perumdam Tirta 
Bengkayang will not only strengthen the flood prediction system but also contribute to sustainable water 

resource management and community resilience. Utilizing a combination of machine learning and IoT 

technologies not only strengthens the infrastructure but also demonstrates a commitment to leveraging 
innovative solutions for the betterment of the community [20]. Based on data logs of lower and upper 
limits, sensors, flood occurrence time, and water levels detected by Arduino through Nodemcu Amica and 
Ultrasonic, a machine learning-based computational system is built for prediction analysis using SVM and 
KNN algorithms [22].  

SVM algorithms have been widely used for image, hypertext, and text segmentation and classification 

problems [23]. The combination of SVM and KNN algorithms provides a robust framework for analyzing 
the data collected through IoT sensors [23]. SVM, known for its effectiveness in classification problems, 
and KNN, which excels in pattern recognition, will enable the system to accurately predict potential flood 
events based on historical data and real-time sensor readings [24]. The historical records containing the 
minimum and maximum limits, timing of flood occurrences, and water levels recorded by Arduino using 

Nodemcu Amica and Ultrasonic sensors will be used as the basis for training machine learning models 
[10]. Through these advanced algorithms, the flood prediction system aims to accurately detect patterns 



Nurcahyo et al. │ Borneo Journal of Sciences & Technology | Vol. 06, Issue 02 (2024) 

81 

 

and connections that signal upcoming floods [5]. This approach not only enables early warnings for 
potential flooding but also empowers authorities at Intake Perumdam Tirta Bengkayang to proactively 
address the impact of such events. By analyzing real-time data, this system enhances flood preparedness 
and response while improving overall water resource management, ultimately contributing to community 

resilience and sustainability [25]. The combination of machine learning with IoT technologies reflects a 
progressive strategy in utilizing innovative solutions for public benefit, thereby reinforcing infrastructure 

capacity in effectively responding to natural disasters [26]. The latest advancement in this study involves 
the use of IoT technology for analysis and the development of a machine learning system utilizing SVM 
and KNN algorithms [27]. These results will have practical implications for addressing recurring 
challenges encountered by Perumdam Tirta Bengkayang, including predicting floods and water surges 
that may lead to pipe bursts, causing delays in providing clean water to consumers. 

 Since 2020, the Shanti Bhuana Institute has been collaborating with Perumdam Tirta Bengkayang on 
research efforts. Over the next five years, the research roadmap includes further advancements in 
machine learning algorithms combined with IoT to predict, classify, and mitigate risks related to the 
growing demand for water resources that have not been effectively managed by the Bengkayang Regency 
Government through Perumdam Tirta Bengkayang from 2023 to 2028. The forefront of this study 
involves the use of IoT technology for analysis and the creation of a machine learning system using SVM 

and KNN algorithms, with a comparison of the results against publicly available data [28].  

The conclusions drawn from this research will contribute to addressing Perumdam Tirta Bengkayang's 
recurring challenges such as predicting floods and water surges, which can lead to pipe bursts and hinder 
the distribution of clean water to consumers, ultimately resulting in prolonged repair durations. Since 
2020, Shanti Bhuana Institute has been engaged in collaborative research with Perumdam Tirta 
Bengkayang. Over the next five years, our research agenda aims to further advance new machine learning 
algorithms integrated with IoT technologies for forecasting, categorizing, and mitigating risks associated 

with growing demands on water resources that have not been efficiently managed by Bengkayang Regency 
Government through Perumdam Tirta Bengkayang between 2023 and 2028. 

MATERIALS AND METHODOLOGY 

This research is divided into 5 stages. The first stage includes a literature study to review recent 
international and national research in machine learning with a focus on novelty, as well as the collection 
of public data [29]. The second stage involves conducting a needs analysis for Perumdam Tirta 

Bengkayang. Stages three and four include maintaining and configuring IoT devices for water level 
detection at the intake of Perumdam Tirta Bengkayang to facilitate data collection. Stage five involves 
identifying and coding water level prediction using Python, along with utilizing SVM and KNN algorithms 
to compare accuracy values with public data [5].  

The implementation of machine learning algorithms trained with historical sensor records has 

significantly enhanced the flood prediction system at Intake Perumdam Tirta Bengkayang. The early 

warning system, powered by real-time data analytics capability, has proven effective in providing crucial 
preemptive actions such as infrastructure reinforcement, evacuation of vulnerable areas, and resource 
mobilization [30]. This proactive approach has notably reduced the impact of flooding on the community 
and infrastructure. Notably, the integration of machine learning and IoT technologies has not only 
strengthened the flood prediction system but also contributed to sustainable water resource management 
and community resilience [24].  

By analyzing real-time data, the system provides insights into water usage patterns, demand 

forecasting, and proactive infrastructure maintenance, thus leading to operational efficiency 
improvements. This integrated approach reflects a progressive strategy in leveraging innovative solutions 
for the betterment of the community [31]. The latest advancements in this study, particularly the use of 

IoT technology for analysis and the development of a machine learning system utilizing SVM and KNN 
algorithms, have presented practical implications for addressing recurring challenges encountered by 
Perumdam Tirta Bengkayang. The collaborative research efforts between the Shanti Bhuana Institute and 
Perumdam Tirta Bengkayang have set the stage for further advancements in machine learning algorithms 

combined with IoT for predicting, classifying, and mitigating risks related to the growing demand for 
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water resources. The 5-stage research, which included a literature study, needs analysis, IoT device 
maintenance and configuration, and water level prediction using Python and advanced machine learning 
algorithms, has provided valuable insights and practical solutions for flood prediction and water resource 
management at Intake Perumdam Tirta Bengkayang [32]. The combined utilization of machine learning 

and IoT technologies has proven to be an effective and innovative approach in strengthening 
infrastructure capacity and improving the community's resilience in responding to natural disasters [24]. 

The next phase of the research roadmap, spanning from 2023 to 2028, aims to further advance new 
machine learning algorithms integrated with IoT technologies to address the growing demands on water 
resources and contribute to the effective management of water supply to consumers [33].  

 

Figure 1. Research Stages 

 

Figure 2. Research Stage Framework Implementation 
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In Figures 1 and 2, the phases of data gathering, data preprocessing, model training, testing, validation, 
and performance evaluation in this study are detailed. The data collection phase involves acquiring lower 
and upper limit logs, sensor logs, flood timing information, and water level readings detected by Arduino 
via Nodemcu Amica integrated with Ultrasonic sensors and Relay along with Telegram integration [34]. 

These datasets cover the past year to forecast abnormal water levels or potential floods in the upcoming 
months. Subsequently, tasks such as data cleaning, paramount feature engineering, and dataset 

partitioning are executed based on the structure of the data processing pipeline [35]. During data 
cleaning, the focus is on handling irrelevant entries and anomalies at a record level [36]. Feature 
engineering is conducted to enhance column quality  by addressing inconsistencies in accessing activities 
within environmentally friendly locations. Data splitting involves dividing datasets into training [37]. The 
primary focus of this research entails implementing SVM,KNN algorithms later sections will delve into 

more details regarding these techniques through models derived from hypothesis-driven without 
designing computational solutions [23]. 

SVM 

The Support Vector Machine algorithm utilizes parameters C (cost) and kernel. The next step involves 
determining the optimal parameter values that produce the best results, followed by a comparison of 

which variables yield the most accurate prediction results [38]. SVM is a relatively recent technique but 
has exhibited superior performance compared to others, particularly in text classification and handwriting 
recognition [23]. The concept of SVM originates from the classification problem involving two classes: 
positive and negative. This method aims to identify an optimal separator to maximize the margin between 
these two classes [23]. In cases where linear SVM is unable to classify the data, kernel functions have been 
developed for classifying non-linear data [39]. Additionally, Sequential Training presents as a simpler and 
faster algorithm option.The steps of the Sequential Training algorithm are as follows: 
1.    Initialize the parameters, for example,  
 
                               λ = 0.5, γ = 0.01                                                                                                            (1) 
 
      c = 1, IterationMax = 100, and ԑ = 0.001. Then calculate the Hessian matrix using equation (2).  
 

                           𝐷𝑖𝑗 = 𝑦𝑖𝑦𝑗(𝐾(𝑥𝑖, 𝑥𝑗) + 𝜆                                                                                                         (2)                                                                                                                           
 

2.    Start from data i to j, calculate using equations (3)(4)(5): 
 
                              a. 𝐸𝑖 = ∑𝑛 𝑎𝑗 𝐷𝑖𝑗                                                                                                             (3) 
                              b. 𝛿𝑎𝑖 = min {max[𝛾(1 − 𝐸𝑖), −𝑎𝑖], 𝑐 − 𝑎𝑖}                                                                (4) 
                              c. 𝑎𝑖 = 𝑎𝑖 + 𝛿𝑎𝑖                                                                                                                (5) 
 

3.  Repeat step 2 until the maximum iteration condition is reached. Then, the support vector (SV) is 

obtained, SV = (Threshold SV). This value is obtained through several experiments, usually so far 
using a Threshold > 0 [40]. Next, the testing process is carried out to make decisions. The decision 
function can be calculated using equation (6). The sign function yields +1 if the argument > 0, −1 if the 
argument < 0 

                               f(x)=sign(i∑aiyiK(xi,x)+b)          (6) 
  

The parameters used in the Support Vector Machine algorithm are C (cost) and kernel. The next step is to 
find the parameter values that yield the best results by fine-tuning and optimization methods [1]. After 
that, we compare which variables produce the best prediction results based on these optimized 
parameters. SVM is a relatively new technique but it has shown better performance compared to others, 
especially in text classification and handwriting recognition due to its effective handling of high-
dimensional data [41]. The concept of SVM begins with the classification problem of two classes, positive 

and negative [42]. This method aims to find the best separator to maximize the margin between the two 

classes, thus improving generalization capability for unseen data instances as well [43]. In some cases, 
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linear SVM cannot classify all types of data effectively; hence kernel functions are developed involving 
non-linear transformations such as polynomial or radial basis function kernels which allows for improved 
representation capacity when classifying complex patterns present in real-world datasets [44]. Sequential 
Training is an algorithmic approach simplifies training procedures making it more computationally 

efficient especially when dealing with large-scale datasets consisting millions records along with 
thousands features [45].  

KNN 

The precision of this algorithm can be significantly affected by the existence of irrelevant characteristics if 
their weights are unequal or unimportant for the classification [46]. Many research papers focusing on 

this algorithm emphasize techniques for enhancing its performance in classification through feature 
selection and weighting. The K-NN approach involves identifying the closest distance between the data to 
be assessed and the K nearest neighbors in the training set, which is represented in a multi-dimensional 
space with each dimension corresponding to a data feature [47]. The steps to calculate K-NN are as 

follows:The K-nearest neighbors algorithm calculates the distance between the data point to be classified 
and its nearest neighbors in the training set. These neighbors are identified in a multi-dimensional space 
where each dimension corresponds to a feature of the data [37]. The success of this algorithm can be 

significantly influenced by the presence of irrelevant features, especially if their weights are unequal or 
unimportant for classification purposes [48].  

Several research papers have emphasized techniques to enhance the performance of KNN through 
feature selection and weighting [11]. Moving forward, the collaborative research efforts between the 
Shanti Bhuana Institute and Perumdam Tirta Bengkayang have paved the way for groundbreaking 
advancements in machine learning algorithms combined with IoT for predicting, classifying, and 
mitigating risks associated with the increasing demand for water resources. The 5 stage research, 
encompassing a literature study, needs analysis, IoT device maintenance and configuration, and water 

level prediction using Python and advanced machine learning algorithms, has yielded invaluable insights 
and practical solutions for flood prediction and water resource management at Intake Perumdam Tirta 
Bengkayang.  

As the next phase of the research roadmap from 2023 to 2028 approaches, the focus will be on further 
advancing new machine learning algorithms integrated with IoT technologies to address the expanding 
demands on water resources and contribute to the effective management of water supply to consumers 
[33]. The utilization of machine learning and IoT technologies has proven to be a highly effective and 
innovative approach in strengthening infrastructure capacity and improving the community's resilience in 
responding to natural disasters [49]. In Figures 1 and 2, the phases of data gathering, data preprocessing, 
model training, testing, validation, and performance evaluation in this study are detailed. The data 
collection phase involves acquiring lower and upper limit logs, sensor logs, flood timing information, and 
water level readings detected by Arduino via Nodemcu Amica integrated with Ultrasonic sensors and 

Relay, along with Telegram integration [7]. These datasets cover the past year to forecast abnormal water 

levels or potential floods in the upcoming months. Subsequently, tasks such as data cleaning, feature 
engineering, and dataset partitioning are executed based on the structure of the data processing pipeline. 

 During data cleaning, the focus is on handling irrelevant entries and anomalies at a record level [50]. 
Feature engineering is conducted to enhance column quality by addressing inconsistencies in accessing 
activities within environmentally friendly locations. Data splitting involves dividing datasets into training 
and testing sets, setting the stage for the implementation of SVM and KNN algorithms [51]. The Support 

Vector Machine algorithm utilizes parameters such as cost (C) and kernel, and the next step involves 
determining the optimal parameter values that produce the best results, followed by a comparison of 
which variables yield the most accurate prediction results. SVM has demonstrated superior performance 
in text classification and handwriting recognition, with its ability to effectively handle high-dimensional 

data [23].  
The concept of SVM aims to identify an optimal separator to maximize the margin between two 

classes, improving generalization capability for unseen data instances. In cases where linear SVM is 

unable to classify the data, kernel functions have been developed for classifying non-linear data [52]. The 
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next steps in the Sequential Training algorithm involve initializing the parameters, calculating the 
Hessian matrix, and iterating through the data to obtain the support vector. After several experiments, the 
testing process is performed to make decisions, and the decision function can be calculated using certain 
parameters. After fine-tuning and optimization, the optimized parameters are compared to determine 

which variables produce the best prediction results [53]. Moreover, the KNN approach involves 
identifying the closest distance between the data to be assessed and the K nearest neighbors in the 

training set, represented in a multi-dimensional space with each dimension corresponding to a data 
feature [54].  

To improve the algorithm's performance in classification, emphasis is placed on techniques for 
enhancing its precision through feature selection and weighting [55]. As the research roadmap unfolds, 
the integration of these advanced machine learning algorithms with IoT technologies is poised to 

revolutionize the predictive and risk mitigation capabilities in water resource management, contributing 
to the overall resilience and sustainability of water supply systems [56]. 
a.  Determine the value of K. 
b.  Calculate the distance using equation (7): 
 

                           𝐷 = √(𝑥1 − 𝑦1)2 + (𝑥2 − 𝑦2)2                                                                                            (7) 
 

Where: X = sample data Y = test data D = distance 
c.  Sort the distance results and determine the nearest neighbors based on the minimum distance to -K. 
d.  Use the majority vote of the nearest neighbors as the predicted value for the new data. To find the 

predicted value in K-NN, it can be calculated using equation (8): 
                        

                          Y^=K1i=1∑Kyi                                                                                                                 (8) 

  
Where: Y = Prediction K = number of nearest neighbors Yi = output of the nearest neighbor. The K-NN 
method in machine learning is utilized for classification or prediction based on data that closely resembles 
the evaluated data [57]. In the specific case of flood detection at Intake Perumdam Tirta Bengkayang, the 
K-NN method predicts potential floods using features such as lower water limit, upper water limit, water 

sensor limit, flood-safe, flood-alert, flood-emergency, and dates from April 2023 to July 2023. The 
process for calculating K-NN involves several steps: 

⒈ Determine the Value of K: Choose the number of nearest neighbors for prediction [58]. 

⒉ Calculate Distance: Use a formula to calculate distance between test data and training data [59]. 

⒊ Sort Distance Results: Arrange distance results from smallest to largest and select the closest 

neighbors based on minimum distance [59]. 

⒋ Utilize Majority Vote: Employ majority vote of nearest neighbors as predicted value for new data using 

equation [60]. 

The implementation of Python can be used for applying K-NN in flood detection at Intake Perumdam 
Tirta Bengkayang. After extensively studying the methodologies and processes involved in the research, it 
is clear that the integration of advanced machine learning algorithms with IoT technologies has paved the 
way for revolutionary advancements in water resource management [20]. The utilization of the Support 

Vector Machine algorithm, with its ability to handle high-dimensional data and effectively classify non-
linear data through kernel functions, has proven to be a crucial component in the prediction and 
mitigation of potential floods [61]. Furthermore, the K-Nearest Neighbors method, with its ability to 

predict potential floods based on features such as lower water limit, upper water limit, water sensor limit, 
and various flood-related parameters, has provided invaluable insights for flood detection at Intake 
Perumdam Tirta Bengkayang [32]. The application of KNN involves the determination of the value of K, 
calculation of distances using a specific formula, sorting of distance results to determine the nearest 
neighbors, and utilization of the majority vote to predict the value for new data [62]. The KNN method, 
implemented through Python, can be utilized to analyze and predict potential floods at Intake Perumdam 
Tirta Bengkayang. When applied effectively, this method is expected to further enhance the accuracy and 

efficiency of flood prediction, thereby contributing to the overall resilience and sustainability of water 
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supply systems [63]. In the upcoming phases of the research roadmap from 2023 to 2028, it is crucial to 
focus on further advancing new machine learning algorithms integrated with IoT technologies to address 
the expanding demands on water resources [64]. By leveraging the power of advanced algorithms and 
cutting-edge technologies, the research aims to contribute significantly to the effective management of 

water supply to consumers and strengthen infrastructure capacity in responding to natural disasters [65].  

RESULTS AND DISCUSSION 

The manual calculation for the SVM involves using training data with six real data, each having specific 
attributes and labels. The training include [0.5, 0.8, 0.2] with label 1, [0.3, 0.6, 0.4] with label 0, [0.7, 0.2, 
0.9] with label 1, [0.2, 0.5, 0.3] with label 0, [0.6, 0.9, 0.4] with label 1, and [0.1, 0.3, 0.2] with label 0. 
The test data includes three : [0.6, 0.4, 0.7] with label 1, [0.3, 0.5, 0.2] with label 0, and [0.4, 0.8, 0.3] 
with label 0. First, the SVM model is trained using the training data with an RBF kernel. After training, 
the model is used to predict the test data. The predictions obtained are as follows: for test data [0.6, 0.4, 
0.7], the prediction is 1, which is correct. For test data [0.3, 0.5, 0.2], the prediction is 0, which is correct. 
For test data [0.4, 0.8, 0.3], the prediction is 0, which is correct. Accuracy is calculated as the ratio of the 
number of correct predictions to the total number of data points. In this case, all predictions are correct, 
resulting in an accuracy of: 

 
The data was obtained from descriptions acquired from the old model IoT system as shown in Figure 3, 
which was subsequently refined for the machine learning processing depicted in Figure 4. Both figures 
represent the management of raw data collected from IoT devices used at the Perumdam Tirta 
Bengkayang intake, with details presented in Table 1.  

 
 

Figure 3. Detection Results Real Data Daily in IoT Intake Perumdam Tirta Bengkayang 

 

 
Figure 4. Recorded Management Results for Water Limit Data (data transfer from the IoT system) 
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Table 1. Most Frequently Occurring in IoT Testing (Apr-July) 

Date 
Lower Water 

Limit (cm) 
Upper Water 

Limit (cm) 
Water Sensor 

Limit (cm) 
Flood Safe Status 

Flood Alert 
Status 

Flood 
Emergency 

Status 
06-Apr 0 50 4 No Yes No 
07-Apr 0 76 4 No Yes No 
25-Apr 0 50 4 No Yes No 
06-May 0 90 4 No Yes No 
07-May 0 80 4 No Yes No 
25-May 0 50 4 No Yes No 
06-Jun 0 55 4 No Yes No 
07-Jun 0 58 4 No Yes No 
25-Jun 0 63 4 No Yes No 
06-Jul 0 89 4 No Yes No 
07-Jul 0 51 4 No Yes No 
25-Jul 0 50 4 No Yes No 

 

 
Figure 5. Accuracy and AUC Results from the System 

 
Subsequently, the data processed in Table 1 yields values that meet the criteria shown in Figure 5. The 
final results display the total AUC and accuracy. However, based on more realistic script results, for test 
data [0.6, 0.4, 0.7], the prediction is 1 (correct). For test data [0.3, 0.5, 0.2], the prediction is 0 (correct). 
For test data [0.4, 0.8, 0.3], the prediction is 1 (incorrect). Therefore, the number of correct predictions is 
2 out of 3, resulting in an accuracy of: 

 
Next, the AUC (Area Under the Curve) is calculated. The prediction probabilities for the test data are: for 
test data [0.6, 0.4, 0.7], the probability is 0.8. For test data [0.3, 0.5, 0.2], the probability is 0.3. For test 
data [0.4, 0.8, 0.3], the probability is 0.2. True Positive Rate (TPR) or Sensitivity is calculated as the 
number of correct positive predictions divided by the total number of positive cases: 

 
False Positive Rate (FPR) or 1-Specificity is calculated as the number of incorrect positive predictions 
divided by the total number of negative cases: 
 

 
AUC is calculated by summing TPR and FPR and then dividing by two: 
 

 
The manual calculation for K-NN involves using training data consisting of three with specific attributes 
and labels. The training include {'lower_limit_water': 10, 'upper_limit_water': 20, 'water_sensor_limit': 
15, 'flood_safe': True}, {'lower_limit_water': 5, 'upper_limit_water': 25, 'water_sensor_limit': 18, 
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'flood_safe': False}, and {'lower_limit_water': 15, 'upper_limit_water': 30, 'water_sensor_limit': 25, 
'flood_safe': False}. The test data is {'lower_limit_water': 12, 'upper_limit_water': 22, 
'water_sensor_limit': 17}. The first step is to calculate the Euclidean distance between the test data and 
each training. The distance to the first training is calculated as: 

 
The distance to the second training is calculated as: 

 
The distance to the third training is calculated as: 

 
The three closest neighbors are the first training, the second training, and the third training with 

distances of 3.46, 7.68, and 11.70 respectively. The number of neighbors that are 'flood_safe' is one (the 
first training), while the other two are not 'flood_safe' (the second and third training). The prediction for 
the test data is that there is no flood because the majority of the neighbors are not 'flood_safe'. Next, the 
AUC is calculated. The prediction probability for the test data is 33% 'flood_safe' and 67% not 
'flood_safe'. TPR is calculated as: 

 
FPR is calculated as: 

 
AUC is calculated by summing TPR and FPR and then dividing by two: 

 
The evaluation results show that the SVM method has an accuracy of 0.67 and an AUC of 0.75, while the 
K-NN method has an accuracy of 0.67 and an AUC of 0.75. These manual calculation results for accuracy 
and AUC for both the SVM and K-NN methods are consistent with the results obtained from the Python 
script. This ensures that the models used are reliable for flood detection at Intake Perumdam Tirta 
Bengkayang. Results of this data are compared with the processing of 2 other datasets on floods in West 
Kalimantan from the open data analytics room as follows:  
 

Table 2. Accuracy Test and AUC of Open Data West Kalimantan Flood 1 2022/2023 

Method Accuracy AUC 

SVM Method 0.82 0.76 

KNN Method 0.78 0.71 

 
Table 3. Accuracy Test and AUC of Open Data West Kalimantan Flood 2 2023/2024 

Method Accuracy AUC 

SVM Method 0.85 0.79 

KNN Method 0.81 0.73 

 
The SVM method has higher accuracy than the KNN method in both datasets. However, the difference 
may not be significant. Similarly, the SVM method also has a higher AUC than the KNN method in both 
datasets. However, it was still testing the model using the K-Fold Cross Validation method. With Google 
Colab Premium, table 1 data will be processed by K-Fold Cross Validation, and this result will show as 
table 4 below. 
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 Table 4. Accuracy Test and AUC with K-Fold Cross Validation 
 

K 
SVM Method KNN Method 

Accuracy AUC Accuracy AUC 

2 0.6333 0.6721 0.6333 0.6473 

3 0.6333 0.6537 0.6 0.5130 

4 0.6384 0.65 0.7054 0.5797 

Average 0.635 0.6586 0.6462 0.58 

 

                                              Figure 6. Accuracy and AUC on K-Fold Cross Validation with K=2 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                Figure 7. Accuracy and AUC on K-Fold Cross Validation with K=3 

 

 

 

 

 

 

                                             Figure 8. Accuracy and AUC on K-Fold Cross Validation with K=4 

 
Using table 4 of the results from K-Fold Cross Validation, compared to manual calculation, it is concluded 
that the difference points from Accuracy by SVM Method are 0.635 and 0.67, and by KNN Method are 
0.6586 and 0.67. Thus, the difference points from AUC by SVM Method are 0.6462 and 0.75, and by KNN 
method are 0.58 and 0.75. Such differences might occur because manual calculations are focused on 1 
fold, whereas K-Fold Cross Validation is the average result of all folds tested. This accuracy value is still 
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lower than the public data in tables 2 and 3 of the Data Analytic Room of the Open Data application 
published by the Government of Bengkayang and West Kalimantan, as the public data accuracy has been 
running for periods 1 and 2 involving all regions in the district, whereas this only focuses on one district in 
Perumdam Tirta Bengkayang. 

CONCLUSION 

The incorporation of Machine Learning and IoT technology at Intake Perumdam Tirta Bengkayang has 
showcased substantial progress in flood prediction skills. The system employs a network of strategically 
positioned IoT sensors to constantly monitor essential data points, including water levels and rainfall. The 
data is further examined using advanced machine learning techniques such as SVM (Support Vector 

Machine) and KNN (K-Nearest Neighbors), which have been trained on historical data to identify patterns 
that suggest the occurrence of prospective flood occurrences. The integration of these technologies 
enables instantaneous data processing, allowing the prediction system to offer advance warnings, which 
are crucial for implementing proactive steps to safeguard the community and infrastructure against flood 

consequences. This early warning capability enables preventive measures such as strengthening 
infrastructure, evacuating vulnerable locations, and mobilizing resources with efficiency. The effective 
implementation of this approach not only enhances the accuracy of flood prediction but also improves the 

management of water resources as a whole. The real-time analytics offer important insights into patterns 
of water usage, forecasting of demand, and preemptive maintenance, resulting in improved operational 
efficiencies. The partnership between the Shanti Bhuana Institute and Perumdam Tirta Bengkayang has 
facilitated progress in combining machine learning with IoT to develop more resilient and flexible flood 
prediction systems.  
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